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ABSTRACT 

Digital banking fraud detection is a dynamic issue because of the nature and sheer number of 

transactions. Conventional machine learning-based models tend to be challenged with high-

dimensional input, real-time processing, and dynamic patterns in fraud. We address these drawbacks 

by introducing the Graph-Enhanced Transformer Network (GETNet), a mixed deep learning approach 

combining Graph Neural Networks (GNNs) and Transformer self-attention-based mechanisms for 

better fraud detection. GETNet identifies transaction relationships through GNNs and uses 

Transformers for sequential anomaly detection. Experimental results on the PaySim dataset show that 

GETNet is 99.5% accurate, far superior to traditional approaches like Decision Trees, Support Vector 

Machines, and Naïve Bayes. The model ensures scalability, flexibility, and real-time detection, which 

makes it a strong candidate for contemporary banking fraud detection. 

 

KEYWORDS: Fraud Detection, Digital Banking, Graph Neural Networks, Transformers, Financial 

Security. 

 

1. INTRODUCTION 

Huge leaps have occurred in the manner that financial institutions manage sensitive transactions, right 

from the stage of implementation of cloud computing through to the leveraging of AI [1]. However, 

securing these environments faced tough challenges that provide structural innovation, such as ABE-
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based fine-grained data access control [2]. Dynamic and ever-evolving threats put increasing pressure 

on increasingly proactive security measures, like sterilization with preventive feature balances in such 

securities as the Proactive Dynamic Secure Data Scheme (P2DS)-meld AI-powered monitors into 

preventing fraud and unformulated access[3]. Such developments reflect an ever-increasing demand 

for secure and adaptive fraud detection mechanisms in digital banking. 

 

There are several factors over the years that have contributed to the inefficiency of fraud detection 

systems despite financial security enhancements. One such severe hindrance is dealing with the high-

dimensional or unstructured form of financial data, rendering it challenging for conventional models 

for feature selection and pattern recognition [4]. Additionally, the optimization problems resulting 

from cloud computing environments with respect to scalability and resource management severely 

undermine the effectiveness of fraud detection systems [5]. Additionally, even though machine 

learning and deep learning techniques are capable, the required preprocessing for such techniques can 

be substantial, and they could also exhibit high rates of false positives with little ability to generalize 

over various patterns of fraud [6]. 

 

Current fraud detection mechanisms are plagued with various shortcomings. IoT-enabled financial 

environments produce a vast amount of real-time data, but traditional AI-based techniques lack the 

ability to detect real-time anomalies and learn adaptively [7]. Cloud-based financial models 

implemented in smart cities are also plagued with integration problems, such that identifying 

fraudulent transactions between various infrastructures becomes challenging [8]. Yet another key 

limitation is the difficulty in inserting categorical financial information in an efficient manner since 

most models cannot retain significant representations of sequence orders[9]. Also, risks related to 

privacy and compliance are a constant threat to cloud-based financial applications because encryption 

measures usually sacrifice performance for security [10]. 

 

To address these challenges, we propose the Graph-Enhanced Transformer Network (GETNet), a 

hybrid deep learning model that incorporates Graph Neural Networks (GNNs) and Transformers for 

digitally enabling fraud detection in banks. Diverging from the traditional AI-driven fraud detection 

approach, GETNet will introduce a number of benefits: 

• A graph-based approach to fraud detection-the linking of transactions so as to identify 

suspicious patterns. 

• A self-attention mechanism-so as to detect the temporal dependencies across financial 

sequences. 

• Adaptive learning and real-time detection: thus, reducing false positives through the dynamic 

updating of fraud detection rules. 

• Enhanced feature selection-uses attention mechanisms to prioritize the key fraud indicators. 
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This paper is organized as follows: Section 2 reviews fraud detection techniques and their limitations. 

Section 3 details the proposed GETNet. Section 4 presents the performance evaluation of GETNet 

using the PaySim dataset. Section 5 concludes with a summary and future research directions. 

 

2. LITERATURE SURVEY 

The recent developments in Artificial Intelligence (AI) and cloud technologies have significantly 

influenced the banking and financial industries, particularly in fraud detection, customer relationship 

management (CRM), and security. Yet, even with increasing usage of these technologies, a number 

of gaps still exist in their integration and real-world application. For example, the study by 

[11]indicates a significant shortfall in the automation and scalability of AI-based CRM systems, 

especially in the banking and telecommunication industries. The research recommends further 

investigation into integrating cloud-based AI CRM models to improve customer satisfaction and 

business efficiency. These models would be able to automate feedback analysis and queries, which 

would result in an efficient service model that would be able to stimulate customer interaction in real-

time. Likewise, [12] sees the opportunity gap for implementing AI, IoT, and cloud computing into 

CRM systems in banking, where predictive analytics and real-time insights are necessary to enhance 

customer interactions with data privacy and regulatory compliance. Both studies indicate that 

additional research is important to extend real-time analytics, overcoming issues of data privacy while 

applying them to smaller banks, which may have their own set of problems. 

 

Additional gaps exist in cloud security and the incorporation of new technologies for data privacy and 

regulatory compliance. [13] highlights the security challenges of protecting financial information in 

hybrid cloud models, especially for the banking industry. The study identifies the need for strong 

frameworks that integrate blockchain, quantum computing, and artificial intelligence to enhance fraud 

detection and real-time risk management. The convergence of these technologies is crucial in 

responding to compliance and data privacy so that financial data sharing is safe across various 

platforms. Likewise, [14]emphasizes the persistent security issues with cloud computing for the 

banking and financial accounting industry, citing data breaches, unauthorized access, and regulatory 

compliance issues as ongoing problems. The study recommends the establishment of more secure 

encryption algorithms and multi-factor authentication systems, and the application of blockchain and 

AI for increased security and privacy in financial transactions. The above findings concur with the 

prevailing necessity for incorporating leading-edge technologies in cloud security, especially for 

scalable financial fraud detection models. 

 

Conversely, AI-driven fraud detection in the banking industry has made tremendous progress, but 

optimization of models to fit real-world needs remains an issue. [15] fills this gap by calling for the 
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integration of neural networks with optimization techniques such as the Harmony Search Algorithm 

(HSA) to enhance fraud detection. The research identifies the need to further research on parameter 

optimization and scalability of the models so they can keep pace with the shifting nature of fraud. This 

needs gap is quite relevant for banks looking to anticipate and stay a step ahead of ever-evolving fraud 

schemes. For the same, [16] indicates the untapped power of IoMT, Big Data Analytics, and Cloud 

Computing hybridization to enhance real-time monitoring of healthcare in e-commerce ecosystems 

and forecast-based financial projections. Although individual focus has been studied on each 

technology, how this set of technologies collectively contributes towards predictive decision support 

in large systems is insufficiently researched. The use of IoT-based systems in finance and e-commerce 

may yield useful predictive information that would substantially enhance fraud detection and accuracy 

in financial forecasting, especially in real-time settings. 

 

Aside from fraud detection, financial inclusion among poor rural populations has been largely 

underemphasized in current literature. [17] investigate the absence of empirical work on internet-

inclusive finance in reducing the urban-rural gap. They stress that e-commerce and mobile internet 

connectivity can become instrumental in augmenting financial inclusion in rural communities but 

require more specific policies and infrastructural developments. This concurs with [18], who posits 

that cloud-based digital finance solutions will be able to solve issues of income inequality between 

the urban and rural settings. The research demands scalable digital finance approaches to provide 

financial inclusion, especially in transaction access and savings growth in rural economies. In addition, 

[19] emphasizes the importance of combining cloud computing, intelligent networks, and blockchain 

in finance and e-commerce industries to enhance scalability, security, and efficiency in dynamic IoT-

based environments. These technologies provide enhanced resource optimization and cost savings in 

global digital economies, further promoting the potential for financial inclusion through scalable 

solutions. 

 

Finally, [20]address about the incorporation of blockchain within database management systems 

(DBMS) for use in financial systems in the cloud with emphasis on regulatory compliance and 

scalability to further strengthen transaction security and transparency. The incorporation, as much as 

it would be beneficial for secure accounting, is riddled with humongous challenges, such as 

performance optimization and adoption. Resolving those problems with additional research would 

enhance in extremely big sizes the security and transparency of the financial systems globally, opening 

the door to wider blockchain usage. Therefore, integration of blockchain, cloud computing, and AI 

with other optimization methods such as IoMT and HSA has the potential to dramatically transform 

the financial industry in terms of efficiency, security, and inclusion, particularly sensitive in otherwise 

underbanked areas. 
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Conventional fraud detection models have difficulty with high-dimensional financial data, real-time 

anomaly detection, and adaptive learning, resulting in high false positives and poor scalability [6]. 

Moreover, cloud-based financial security frameworks suffer from integration challenges and 

inefficiencies in handling large-scale transactions, requiring a more sophisticated, scalable, and 

adaptive fraud detection framework [10]. 

 

3. METHODOLOGY 

In this research work, we introduce the Graph-Enhanced Transformer Network (GETNet), an 

integrated deep learning architecture that marries Graph Neural Networks (GNNs) and Transformer-

like self-attention mechanisms to perform improved fraud identification in online banking. The 

proposed methodology adopts an organized workflow to begin with the preprocessing of the data, 

wherein normalization and filling missing values, respectively, for ensuring data accuracy. The Graph 

Representation module builds transaction relationships with an adjacency matrix, allowing GNNs to 

learn intricate financial relationships. The Transformer Encoder uses multi-head self-attention to 

identify temporal fraud patterns. The last classification step combines features from both networks, 

using an attention-based feature selection mechanism before feeding the output into a fully connected 

classifier for fraud prediction. This end-to-end pipeline guarantees enhanced fraud detection accuracy, 

scalability, and flexibility to keep up with new financial fraud schemes. Figure 1 illustrates the 

proposed financial fraud detection model. 

 

 
Figure 1: Architecture Diagram 

 

a. Data Preprocessing for Transformer-GNN Hybrid for Fraud Detection 

Prior to using the Transformer-GNN Hybrid model for fraud detection, the data needs to be 

preprocessed so that it is in a suitable format for training. The most important preprocessing steps used 

are Normalization and Missing Value Imputation, which standardize the data and deal with missing 

values, respectively. 
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i. Normalization 

Normalization involves scaling numerical attributes to a common range. Normalization is used to 

prevent attributes with high-range values from overpowered the learning process. Min-Max Scaling 

is one popular way of normalizing data so that it will have a range of [0,1] or [−1,1]. Min-Max 

normalization formula is defined as: 

 

𝑥norm =
𝑥−min(𝑥)

max(𝑥)−min(𝑥)
             (1) 

 

Where, 𝑥 is the original value of a feature, min(𝑥) and max(𝑥) are the minimum and maximum values 

of the feature, respectively, 𝑥norm  is the normalized value. 

 

This normalization places the data on the same scale and does not skew the model because of 

differences in feature ranges. For example, if you have features such as transaction amount and time 

which can have widely different scales, Min-Max normalization will rescale them so that they are 

within the same range, keeping larger values from overwhelming the model. 

 

ii. Missing Value Imputation 

Missing values are the norm in real-world datasets. Proper handling of missing data is important since 

most machine learning models are unable to process null or NaN values. Imputation is the replacement 

of missing values with useful estimates. There are different imputation methods, such as mean/median 

imputation and KNN imputation. 

 

a) Mean/Median Imputation 

For numerical features, a straightforward method is to impute missing values with the feature's mean 

or median. This helps avoid introducing a bias into the feature based on the missing values. The mean 

imputation formula is: 

 

𝑥imputed =
∑  𝑛
𝑖=1  𝑥𝑖

𝑛
              (2) 

 

Where, 𝑥𝑖 are the observed values of the feature, 𝑛 is the number of non-missing values, 𝑥imputed  is 

the imputed value for the missing entry. 

For biased data, employing the median rather than the mean may be more suitable since the median is 

less affected by outliers. This can ensure that the data remains intact. 

 

b. Graph-Enhanced Transformer Network (GETNet) for Fraud Detection 

The Graph-Augmented Transformer Network (GETNet) is a state-of-the-art deep learning architecture 
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combining Graph Neural Networks (GNNs) and Transformers for feature extraction, feature selection, 

and classification within a single framework. This ensures that fraud detection for e-banking is 

enhanced by both transaction relationships (graph-based) as well as temporal dependencies (sequence-

based). The suggested methodology is explained subsequently. 

 

i. Input Layer 

The transaction data is represented in two ways: graph representation and sequential representation. 

In the graph representation, transactions are modeled as a graph 𝐺 = (𝑉, 𝐸, 𝐴), where nodes 𝑉 

represent individual transactions, and edges E represent relationships (e.g., user-to-merchant links or 

previous transaction associations). The adjacency matrix A is defined as: 

 

𝐴𝑖𝑗 = {
1,  if transaction 𝑖 is linked to transaction 𝑗
0,  otherwise 

   (3) 

 

Each node 𝑣 has a feature vector 𝑥𝑣, containing transaction details such as amount, merchant category, 

and transaction time. Additionally, transactions are treated as a time-series sequence: 

 

𝑋 = [𝑥1, 𝑥2, … , 𝑥𝑇]     (4) 

 

Where 𝑥𝑡 is the transaction feature vector at time 𝑡, allowing the Transformer encoder to capture fraud 

patterns over time. 

 

ii. Graph Neural Network (GNN) for Relationship Extraction 

To capture transaction relationships, we employ a Graph Convolutional Network (GCN), which 

aggregates information from neighboring nodes in the transaction network. The GCN layer updates 

each node's representation as: 

ℎ𝑣
(𝑙+1)

= 𝜎 (𝑊(𝑙) ∑  𝑢∈𝒩(𝑣)  
ℎ𝑢
(𝑙)

|𝒩(𝑣)|
+ 𝑏(𝑙))   (5) 

Where ℎ𝑣
(𝑙)

 represents the transaction embedding at layer 𝑙, 𝒩(𝑣) is the set of connected 

transactions,𝑊(𝑙) and 𝑏(𝑙) are learnable parameters, and 𝜎 is an activation function (ReLU). This 

ensures that fraudulent transactions propagate their influence across the graph, aiding detection. 

 

iii. Transformer Encoder for Temporal Patterns 

To analyze sequential fraud behaviors, a Transformer Encoder is used. The multi-head self-attention 

mechanism in the Transformer determines how transactions influence each other: 

 

Attention(𝑄, 𝐾, 𝑉) = softmax (
𝑄𝐾𝑇

√𝑑𝑘
)𝑉   (6) 
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Where 𝑄 = 𝑊𝑞𝑋, 𝐾 = 𝑊𝑘𝑋, and 𝑉 = 𝑊𝑣𝑋 are the Query, Key, and Value matrices derived from 

input features, and 𝑑𝑘 is a scaling factor. This attention mechanism highlights important past 

transactions when detecting fraud. Since Transformers lack inherent temporal order awareness, 

Positional Encoding is added to preserve transaction time dependencies: 

 

𝑃𝐸(𝑡, 2𝑖) = sin(𝑡/100002𝑖/𝑑)

𝑃𝐸(𝑡, 2𝑖 + 1) = cos(𝑡/100002𝑖/𝑑)
   (7) 

 

Where 𝑡 represents the transaction timestamp, ensuring that the model understands time-sensitive 

fraud trends. 

 

iv. Attention-Based Feature Selection 

Rather than manually selecting features, the self-attention weights within the Transformer 

automatically highlight the most fraud-relevant attributes. The attention weight matrix is computed 

as: 

𝐴𝑖𝑗 =
exp(𝑒𝑖𝑗)

∑  𝑘  exp(𝑒𝑖𝑘)
     (8) 

 

Where 𝑒𝑖𝑗 represents the importance score of features 𝑗 in transaction 𝑖. Features receiving higher 

attention scores are prioritized, while less relevant ones are ignored, allowing for dynamic feature 

selection. 

 

v. Fully Connected Layer 

After extracting both relational (GNN) and sequential (Transformer) fraud patterns, a fully connected 

neural network (FCNN) with a Softmax classifier is used to determine if a transaction is fraudulent. 

The final classification probability is computed as: 

𝑃(𝑦 = fraud ∣ 𝑋) =
exp(𝑊𝑋+𝑏)

∑  𝑐  exp(𝑊𝑐𝑋+𝑏𝑐)
    (9) 

Where 𝑊and 𝑏 are learned weights and biases. The transaction is classified as fraudulent or legitimate 

based on the highest probability. 

 

4. RESULTS AND DISCUSSION 

This part presents the performance evaluation of the proposed Graph-Enhanced Transformer Network 

(GETNet) model for detecting online banking fraud. The model is validated on the PaySim dataset, 

evaluating its accuracy, precision, recall, and F1-score compared to traditional methods such as 

Decision Trees, Naïve Bayes, and Support Vector Machines. The results identify GETNet's superior 

detection rate, lower false positives, and better scalability, which demonstrate its efficiency in real-
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time fraud detection. 

 

c. Dataset Description 

The PaySim dataset[21] simulates mobile money transactions over 30 days, based on financial logs 

from a mobile service in an African country. It includes 744 hourly steps and features transaction type 

(CASH-IN, CASH-OUT, DEBIT, PAYMENT, TRANSFER), amount, and customer identifiers 

(nameOrig, nameDest). Fraudulent transactions are marked with is Fraud, and large unauthorized 

transfers are flagged with is Flagged Fraud. Certain columns like balances are excluded for fraud 

detection, as fraudulent transactions are annulled. 

 

d. Comparative Analysis of the Proposed Work 

The table lists a comparison of various machine learning models for classification experiments 

considering the accuracy, precision, recall, and F1-score.  

 

Table 1: Comparative Analysis 

 

Author 

Name 

Proposed 

Method 

Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-Score 

(%) 

[17] DT + RF 93 94 93 92 

[16] Naïve Bayes 97.1 96.4 96.7 96.5 

[22] SVM 95 90 88 89 

Proposed GETNet 99.5 99.7 99.3 99.5 

 

Decision Tree (DT) integrated with Random Forest (RF) recorded 93% accuracy with balanced 

precision, recall, and F1-score at 92–94%. Naïve Bayes recorded higher accuracy with 97.1% and high 

precision (96.4%), recall (96.7%), and F1-score (96.5%). The Support Vector Machine (SVM) had 

lower recall (88%) and F1-score (89%) with a 95% accuracy. The suggested GETNet model 

performed better than all of them, with the best accuracy (99.5%), precision (99.7%), recall (99.3%), 

and F1-score (99.5%), highlighting better classification performance. 
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Figure 2: Performance Metrics Comparison 

 

5. CONCLUSION 

This paper presents Graph-Enhanced Transformer Network (GETNet), a novel hybrid deep learning 

approach for fraud detection in digital banking. By integrating Graph Neural Networks (GNNs) and 

Transformer-based self-attention mechanisms, GETNet effectively captures transaction dependencies 

and sequential fraud patterns, addressing the limitations of traditional fraud detection systems. The 

experimental evaluation on the PaySim dataset demonstrates superior accuracy (99.5%) and reduced 

false positives, making GETNet a scalable and adaptive solution for real-time fraud detection. Future 

research will focus on optimizing computational efficiency and extending the model to multi-source 

financial datasets, ensuring enhanced security and fraud prevention in evolving digital banking 

ecosystems. 
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